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360-Degree Videos
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360-degree video is an emerging form of media that encodes information about all directions surrounding
a camera, offering an immersive experience to the users. Unlike traditional 2D videos, visual information
in 360-degree videos can be naturally represented as pixels on a sphere. Inspired by state-of-the-art deep-
learning-based 2D image super-resolutionmodels and spherical CNNs, in this paper, we design a novel spherical
super-resolution (SSR) approach for 360-degree videos. To support viewport-adaptive and bandwidth-efficient
transmission/streaming of 360-degree video data and save computation, we propose the Focused Icosahedral
Mesh to represent a small area on the sphere. We further construct matrices to rotate spherical content over
the entire sphere to the focused mesh area, allowing us to use the focused mesh to represent any area on the
sphere. Motivated by the PixelShuffle operation for 2D super-resolution, we also propose a novel VertexShuffle
operation on the mesh and an improved version VertexShuffle_V2. We compare our SSR approach with
state-of-the-art 2D super-resolution models and show that SSR has the potential to achieve significant benefits
when applied to spherical signals.
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1 INTRODUCTION
360-degree image/video, also known as spherical image/video, is an emerging format of media that
captures views from all directions surrounding the camera. Unlike traditional 2D image/video that
limits the user’s view to wherever the camera is facing during capturing, a 360-degree image/video
allows the viewer to freely navigate a full omnidirectional scene around the camera position.
Despite its substantial promise of immersiveness, the utility of streaming/transmission of 360-

degree video is limited by the huge bandwidths required by most implementations. For example,
when watching a 360-degree video, users can only watch a small portion of the full omnidirectional
view. That is, while the 360-degree video encodes frames that cover the full 360°× 180° field-of-view
(FoV), the user may only observe a “view” (e.g., 100° × 100° FoV) of the omnidirectional frame
at a time. If the omnidirectional frame is projected to the 2D frame using the equirectangular
projection [4], then only roughly 15% of the pixels on the frame is viewed (assuming 100°× 100° FoV
and the center of the viewport is aligned with the equator of the equirectangular projection). The
rest 85% pixels are not viewed, resulting in significant bandwidth waste when streaming 360-degree
videos. To improve the bandwidth efficiency, a number of spatial adaptation approaches have been
proposed, e.g., [16, 24, 40, 41, 49, 54]. A core difficulty with such approaches involves predicting
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which portions of the 360-degree frame will be viewed by the user. If accurate predictions can be
made of the user’s behavior (a difficult task), then only the portions of the 360-degree frame to be
viewed need to be transmitted. When accurate prediction may not be possible, a “soft” version of
this family of approaches involves transmitting spatial portions of the 360-degree video at a level of
quality in proportion to the probability that they will be viewed [59]. These approaches, however,
can still suffer from difficulties, as there can be significant delays between the time that view
prediction is made and the time that spatial portions of the sphere are actually viewed, resulting in
inaccurate predictions [7].
A recent approach toward mitigating these types of mis-predictions involves applying super-

resolution (SR) to low-resolution video segments already present in the playback buffer, e.g., [11,
17, 52]. The super-resolution task reconstructs a high-resolution image/frame from low-resolution
input [27]. To date, many approaches for super-resolution over standard 2D images via deep convo-
lutional network have been proposed, e.g., [10, 18–20, 35, 36, 50, 57, 58]. However, a problem with
the current practice of 360-degree videos is the distortions caused by spherical-to-2D projections.
The omnidirectional views captured by 360-degree cameras are most naturally represented as
uniformly dense pixels over the surface of a sphere. When spherical pixels are projected to planar
surfaces, distortions are introduced. For example, the equirectangular projection [4] is a widely
used spherical projection for representing 360-degree data. However, significant distortions occur
around the north and south pole areas in the projection. Such distortions can reduce the efficiency of
convolutional neural network (CNN) operations by adding “over-represented” pixels, Further, train-
ing a CNN directly on the distorted representation could cause CNN models to learn characteristics
of the planar distortion rather than relevant details of the high resolution representation [6, 42].

Recent works on spherical CNNs [13, 28] perform convolutional operations directly on spherical
signals to avoid the distortion issue. These works show that it is possible to analyze spherical
signals directly without 2D projections. Furthermore, extensive experiments were conducted in
these works to show the efficiency of their proposed spherical CNNs.
In this paper, inspired by recent advances in spherical CNNs [13, 28] and state-of-the-art 2D

super-resolution methods [18–20, 50, 58], we propose a spherical super-resolution (SSR) approach
that operates on a direct, mesh representation of spherical pixels of 360-degree videos. First, we
propose an efficient mesh representation, the Focused Icosahedral Mesh, This representation both
makes our SR approach compatible with 360-degree spatial adaptation and improves memory
efficiency of the training and prediction steps of model operation compared to Full Icosahedral
Mesh. Second, motivated by the 2D PixelShuffle operation [47], we propose a novel VertexShuffle
operation. The VertexShuffle operation significantly increases both the visual quality metric (peak
signal-to-noise ratio (PSNR)) and improves inference time over comparable transposed convolution
operations.

An earlier version of this work was published at NOSSDAV’22 [33]. In this manuscript, we create
a new and improved operation, VertexShuffle_V2, for performing spherical super-resolution. Evalu-
ation results show that with the new VertexShuffle_V2 operation, our spherical super-resolution
approach can achieve 32.31 dB PSNR on average when super-resoluting 16x vertices on the mesh
created from 360-degree video inputs. We also conduct new performance evaluations using two
different training strategies: a “per segment” training strategy that trains a model for each video
segment, and a “full video” training strategy that trains a single model for one full video. We also
evaluated the performance our SSR approaches with baseline approaches in two different upscaling
factors, ×4 and ×8.

In summary, this paper makes the following main contributions:1

1The repository for this project is available at https://github.com/symmru/SSR.
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• We create a Focused Icosahedral Mesh representation of the sphere to efficiently represent
spherical pixels in 360-degree videos. This representation not only saves computational
resources but also improves memory and storage efficiencies.

• We create a novel VertexShuffle operation, inspired by the 2D PixelShuffle [47] operation, and
an improved version VertexShuffle_V2. The vertex operation substantially increases both the
visual quality metric (peak signal-to-noise ratio (PSNR)) and inference time over comparable
transposed convolution operations.

• Results show that our proposed SSR model achieves great super-resolution performance on
360-degree video frame inputs, achieving 32.31 dB PSNR on average when super-resoluting
16x vertices (×4 upscaling factor) on the mesh and 30.11 dB PSNR on average with an even
higher ×8 upscaling factor (64x vertices).

2 RELATEDWORK
2.1 360-degree videos
With the advancement of AR/VR technologies, 360-degree videos have become increasingly popular
among content creators and users. Compared to traditional 2D videos that have a limited and
fixed field of view (FoV), 360-degree videos encodes information about all directions surrounding
a camera, allowing users to freely choose the viewport in any directions, providing immersive
viewing experiences. Visual information in 360-degree videos can be naturally represented as pixels
on a sphere. Today, existing systems leverage 2D video codecs (e.g., H.264 and HEVC) for 360-degree
video encoding by first projecting spherical pixels to 2D planar frames. Different sphere-to-2D
projections exist, such as the equirectangluar projection, standard cubic projection, equi-angular
cubic projection [2], and offset projections [1, 3, 59, 60].
Despite its potential for delivering more-immersive viewing experiences, current 360-degree

video implementations require bandwidths that are too high to deliver satisfying experiences
for many users. Numerous approaches have been proposed for improving 360-degree bandwidth
efficiency. These approaches have both attempted to improve the efficiency of how the 360-degree
view is represented during transmission, e.g., via a tiling approach [16, 23, 24, 40, 41, 43, 44, 49, 54, 55]
as well as improving a system’s ability to avoid delivering unviewed pixels [59, 61].

2.2 Spherical convolutional neural networks
Spherical CNN has been studied by the computer vision community recently as a number of real-
world applications require processing signals in the spherical domain. These applications include
self-driving cars, 360-degree videos, omnidirectional RGBD images, and climate science [28].

Recent works such as Cohen et al. [13] gave theoretical support of spherical CNNs for rotation-
invariant learning problems, which is important for problems where orientation is crucial to the
model performance. They first introduced the concepts of 𝑆2 and 𝑆𝑂 (3). 𝑆2 can be defined as the
set of points on a unit sphere, and 𝑆𝑂 (3) is the rotation group in Euclidean three dimensional space.
They replaced planar correlation with spherical correlation, which can be understood as the value
of output feature map evaluated at rotation 𝑅 ∈ 𝑆𝑂 (3) computed as an inner product between the
input feature map and a filter, rotated by 𝑅. Furthermore, they implemented the generalized Fourier
transform for 𝑆2 and 𝑆𝑂 (3). Later, Cohen et al. [14] introduced a theory that is equi-variant to
symmetry transformations on manifolds. They further prompt a gauge equi-variant CNN for signals
on the icosahedron using the icosahedral CNN, which implements gauge equi-variant convolution
using a single conv2d call, making it a highly scalable and practical alternative to spherical CNNs.

Jiang et al. presented spherical CNNs on unstructured grids (UGSCNN) [28] using parameterized
differential operators for spherical signals. It introduces a basic convolution operation, called
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MeshConv, that can be applied on meshes directly. It achieves significantly better performance
and parameter efficiency compared to state-of-the-art network architectures for 3D classification
tasks since it does not require large amounts of geodetic computations and interpolations. Zhang
et al. [56] proposed to perform semantic segmentation on omnidirectional images by designing an
orientation-aware CNN framework for the icosahedron mesh. They introduced fast interpolation
of kernel convolutions and presented weight transfer from learned through classical CNNs to
perspective data. Eder et al. [21] proposed a spherical image representation that mitigates spherical
distortion by rendering a set of oriented, low-distortion images tangent to icosahedron faces. They
also presented the utilities of their approaches by applying standard CNN to the spherical data.
While these existing works demonstrate their effectiveness in classification and segmentation

tasks, the super-resolution task was not considered. In this work, we find it possible to apply their
work to the super-resolution task. Our work is based on the MeshConv operation proposed by
Jiang et al. [28] since it achieves better performance and parameter efficiency than other spherical
convolutional networks. We also conduct experiments to show significant improvements over the
baseline spherical super-resolution model that uses the simple MeshConv Transpose operation [28].

2.3 Super-resolution
Research in super-resolution has advanced rapidly with the success of recent deep learning models.
The SRCNN [18, 19] model was the first to apply CNNs to super-resolution. FSRCNN [20] was an
evolution of SRCNN. It operated directly on a low-resolution input image and applied a decon-
volution layer to generate the high-resolution output. VDSR [29] was the first to apply residual
layers [25] to the SR task, allowing for deeper SR networks. DRCN [30] introduced recursive learn-
ing in a very deep network for parameter sharing. Shi et al. [47] proposed “PixelShuffle”, a method
for mapping values at low-resolution positions directly to positions in a higher-resolution image
more efficiently than the deconvolution operation. SRResNet [32] introduced a modified residual
layer tailored for the SR application. An enhanced deep super-resolution network (EDSR) [37]
further modified the SR-specific residual layer from SSResNet and introduced a multi-task objective
in multi-scale deep super-resolution (MDSR) to support different upscaling factors in a single model.
SRGAN [32] applied a Generative Adversarial Network (GAN) [22] to SR, allowing better resolution
of high-frequency details. With the recent advances of the Transformer model [51], a number of
works [12, 36, 62] also adopt the Transformer model in super-resolution.

The above-mentioned works all focus on 2D planar images. However, due to the distortions
introduced in the sphere-to-2D projections, existing solutions may not be ideal for 360-degree
image super-resolution [6, 52]. In this work, we propose to a spherical super-resolution model that
directly operates on spherical signals so that we can avoid the distortion issue.

Focusing on optimizing 360-degree video streaming, Chen et al. [11] proposed to apply existing
2D super-resolution to 360-degree videos, training one model for each video. To avoid wasted
computation due to limited FoV, super-resolution is only applied to selected tiles. Dasari et al. [17]
proposed PARSEC that trains micro-models for video segments instead of the full video. Considering
the cloud-edge-client streaming scenario for 360-degree videos, Sarkar et al. proposed L3BOU [46]
that leverages the edge servers for low latency and low bandwidth streaming. To further reduce the
bandwidth requirement of 360-degree video streaming, Luo et al. proposedMasked360 [39] that only
needs to transmit masked frames instead of complete frames. Received frames are then restored
via an autoencoder and upsampled using super-resolution. To handle the distortion caused in
equirectangular projection of 360-degree images, Nishiyama et al. [42] proposed to use a distortion
map that stores per-pixel scaling factors as an additional input to the super-resolution model,
and S3PO [6] uses a spatial attention mechanism [53] to address the spatial distortion caused
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by the equirectangular projection. Unlike their works, we focus on designing a novel spherical
super-resolution approach for 360-degree images/videos.

3 METHODOLOGY
In this section, we first introduce Focused icosahedral mesh for representing a small area of the
sphere. We then illustrate the novel VertexShuffle operation after a brief discussion of the MeshConv
operation proposed by Jiang et al. [28]. Finally, we describe our model architecture and loss function
used in model training.

3.1 Focused Icosahedral Mesh
The icosahedral spherical mesh [8] is a discretization of the spherical surface. It starts with a unit
icosahedron (i.e., an icosahedron with all 12 vertices re-projected to the unit sphere). The icosahedral
spherical mesh can then be obtained by first selecting midpoints of all edges, progressively sub-
dividing each face of the unit icosahedron into four equal triangles by connecting 3 midpoints of
the face, and re-projecting the midpoints to the unit sphere.

Each time every face on the icosahedral spherical mesh is refined, the mesh size increases by ≈4x.
When the full icosahedral spherical mesh is refined to a granularity that can include approximately
all pixels from a planar representation of a 360-degree video frame, operations would require a
significant amount of computation.
Furthermore, operations on the full mesh cannot easily support operations on sub-areas of

the spherical surface. Performing super-resolution on “sub-areas” of the spherical surface can
be beneficial for real-world 360-degree applications such as 360-degree video streaming. This is
because human eyes as well as their viewing devices (e.g., the head-mounted display) have limited
field-of-view (FoV), usually represented as the angular extent of the field that can be observed. To
render the view, only part of the sphere is required. Such “sub-areas” would be useful in “tiling-like”
schemes that can be used to support spatial-adaptive super-resolution over the 360-degree view.
(Note that the “tile” here is not necessarily a rectangular-shaped tile.) That is, if only a small
area on the sphere will be viewed by the user, we may only need to apply super-resolution to a
sub-portion of the sphere instead of the full sphere. As a result, performing super-resolution on the
full icosahedral mesh may no longer be necessary as it requires more computation resources for
areas that are not watched by users.

To support both faster operation and super-resolution on a sub-portion of the sphere, we propose
a partial refinement scheme to generate the “Focused Icosahedral Mesh”. We first create a Level-1
icosahedral mesh by refining each face on a unit icosahedron into 4 faces. In this way, the 20-face
icosahedron is refined into a Level-1 icosahedral mesh with 80 faces. An example full Level-1 mesh
with 80 faces is shown in Figure 1(a). We then select one face out of the 80 faces of the Level-1
icosahedral mesh and only refine triangles located inside the selected Level-1 face.

Specifically, in our focused mesh representation, we select the face of the Level-1 mesh that covers
the position of <latitude=0, longitude=0> on the sphere since very little distortion is introduced
when pixels near this area are projected to the 2D plane. Figure 1(b) shows the Focused Level-2
mesh where the selected Level-1 face is refined into 4 smaller faces. Figures 1(c) and 1(d) show the
Focused Level-3 and Focused Level-5 meshes, respectively.

3.1.1 Rotating content to the Focused Level-1 origin. While a full Level-1 mesh has 80 faces, we
only generate one single Focused icosahedral mesh by refining one selected face, and our spherical
super-resolution model only operates on this single Focused icosahedral mesh. To allow our model
to perform super-resolution for any area on the sphere, we thus need to map spherical pixel content
that belongs to any arbitrary full Level-1 mesh face to the face that is selected to be refined.
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(a) Full Level-1 Mesh (b) Focused Level-2 Mesh (c) Focused Level-3 Mesh (d) Focused Level-5 Mesh

Fig. 1. Example of meshes in Level-1, Level-2, Level-3 and Level-5. To create “Focused icosahedral meshes”, we
select one face in the full Level-1 mesh and repeatedly refine triangles in this Level-1 face to obtain Focused
Level-X meshes.

To do so, we pre-compute a rotation matrix 𝑅 ∈ R𝑁𝐹 ×𝑁𝑉 ×𝐶 , where 𝑁𝐹 represents the total
number of faces in a full Level-1 mesh, which is 80, and 𝑁𝑉 is the number of vertices in a Level-1
face, as shown in Figure 1. A Level-1 mesh consists of 80 triangles, each containing 3 vertices. 𝐶
represents the number of dimensions of Euclidean coordinates in the sphere, namely xyz.

We denote the Level-1 face selected to be refined as face 𝐹0. To rotate an arbitrary face 𝐹𝑖 , 𝑖 ∈ (0, 80)
on the Level-1 mesh to the refined face 𝐹0, we need to find a rotation matrix 𝑅𝑖 for face 𝐹𝑖 such that
𝐹𝑖 = 𝑅𝑖 · 𝐹0, where 𝐹𝑖 and 𝐹0 are 3 × 3 matrices that represent the xyz coordinates of three vertices
of a triangle face.

We can obtain 𝑅𝑖 as: 𝑅𝑖 = 𝐹𝑖 · 𝐹 (−1)
0 . We first rotate the vertices in the Focused Level-X Mesh with

the rotation matrix 𝑅, and then compute a mapping from each pixel in the input representation
(e.g., an equirectangular image) to the rotated Focused Level-X vertex. Instead of refining all 80
faces in a mesh, in this way, we can represent all 80 different faces on the full Level-1 mesh through
a single Focused Mesh file with just one face refined and other faces discarded. This allows us to
save a significant amount of computation and storage resources and achieves better parameter
efficiency.
Figure 2 visualizes how one focused icosahedral mesh can be used to represent all 80 different

Level-1 faces. Figure 2(a) shows an original equirectangular-projected 360-degree image. In this
image, we highlight two areas marked by magenta circles. In Figure 2(b), the left-hand-side image
shows the Focused Level-9 mesh visualized on an equirectangular image. Magenta points in this
figure represent vertices in the full Level-1 mesh. There are 42 vertices in the full Level-1 mesh. The
right-hand-side image in Figure 2(b) magnifies the refined face in the Focused icosahedral mesh
to show details. We can see that content in this face are in the same position as in the original
equirectangular-projected image. Figure 2(c) shows the resulting visualization when we rotate a
different Level-1 face to the refined face. The image on the right magnifies the refined face to show
details.

3.1.2 Mesh sizes. Table 1 shows the number of vertices in both Full and Focused icosahedral
meshes in different levels of refinement. A Full Level-9 mesh has more than 2.6 million vertices and
requires more than 1.9 GB of space for memory during inference and storage. On the other hand, a
Focused Level-9 mesh has only about 33K vertices, requiring only about 31 MB memory storage
space.

We know that the area of a unit spherical surface is 4𝜋 . A frame generated through the equirect-
angular projection covers a corresponding area of 2𝜋 × 𝜋 = 2𝜋2. (The circumference of the equator
is 2𝜋 .) Suppose there are 𝑁𝑥 vertices in the Full Level-X mesh, given that vertices on the icosa-
hedral mesh are roughly uniformly distributed on the sphere, we can estimate the equivalent 2D
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(a) This figure shows an equirectangular-projected 360-degree image. Ma-
genta circles, b and c, in this figure mark areas corresponding to two
different refined faces.(Original photo by Timothy Oldfield on Unsplash:
https://unsplash.com/photos/luufnHoChRU)

(b) The left-hand-side image displays the Focused Level-9 mesh visualized on an equirectangular image. The
right-hand-side image displays a magnified view of the refined face (circle b in figure (a)). In both images,
magenta points represent vertices in the full Level-1 mesh.

(c) This figure displays a different Level-1 icosahedral face (circle c in figure (a)) rotated to the face refined
in the Focused Mesh. Pixel values from the original image are attached to rotated vertices by inverting the
rotation for positions of the mesh vertices then finding the nearest neighbor pixel of this rotated position.

Fig. 2. Visualizing the Focused Icosahedral mesh.
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Table 1. Number of vertices in Full icosahedral mesh, Focused icosahedral mesh, their correspondingmemory
and storage sizes, and their roughly-equivalent 2D planar resolution in the equirectangular projection.

Level Level-6 Level-7 Level-8 Level-9

Full 40,962 (30 MB) 163,842 (118 MB) 655,362 (471 MB) 2,621,442 (1.9 GB)
Focused 600 (540 KB) 2,184 (2.0 MB) 8,424 (7.8 MB) 33,192 (31 MB)

2D planar 360x180 720x360 1440x720 2880x1440

equirectangular-projected frame resolution as follows:𝑊 =
√
𝑁𝑥 × 𝜋 , 𝐻 = 𝑊 /2, where𝑊 and

𝐻 are the width and height of the equirectangular projection, respectively. The results are listed
in Table 1. We find that Level-6 mesh is roughly equivalent to the 2D equirectangular projection
in 360x180 resolution, and that Level-9 mesh is roughly equivalent to the 2D equirectangular
projection in 2880x1440 resolution.

3.2 MeshConv
The MeshConv operation introduced by Jiang et al. [28] is performed by taking a linear combina-
tion of linear operator values computed on a set of input mesh vertex values. MeshConv can be
formulated as follows:

MeshConv(𝐹 ; 𝜃 ) = 𝜃0𝐼𝐹 + 𝜃1∇𝑙𝑎𝑡𝐹 + 𝜃2∇𝑙𝑛𝑔𝐹 + 𝜃3∇2𝐹, (1)

where 𝐼 represents the identity, which can be regarded as the 0𝑡ℎ order differential, same as ∇00.
∇𝑙𝑎𝑡 and ∇𝑙𝑛𝑔 are derivatives in two orthogonal spatial dimensions, which can be viewed as the 1𝑠𝑡
order differential. ∇2 stands for the Laplacian operator, which can be considered as the 2𝑛𝑑 order
differential.
At a high level, these linear operators can be viewed as computing a set of local information

near each vertex of the mesh. The standard 3 × 3 cross correlation operation can be viewed as a set
of nine linear operators. Each of the linear operators returns a value of either the pixel itself or an
adjacent pixel. Compared to the 3 × 3 convolution, it is clear that the set of four linear operators
used by MeshConv is less expressive. They not only extract less information per pixel, but this
information also can drop information about a vertex’s surrounding. For example, the gradient
operation on the mesh computes a 3-dimensional average of either six or seven values. Another
degree-of-freedom is dropped from the gradient when taking only the east-west and north-south
components of the gradient. We hypothesize that some of the information excluded from the linear
operator computations could be useful for the super-resolution task. To attempt to mitigate this
information loss, rather than including single MeshConv ops in the previous ResBlock architecture
used in transposed MeshConv, we include pairs of composed MeshConv ops (as shown in Figure
3 ResBlock depiction) in our model. These paired operations aggregate more local information
around a vertex before the non-linearity is applied, allowing the network to capture more useful
characteristics needed for the super-resolution task.

3.3 VertexShuffle
MeshConv Transpose. To upscale the downsampled low level mesh in semantic segmentation
task, UGSCNN [28] proposed a MeshConv Transpose operation. MeshConv Transpose takes Level-𝑖
mesh for input and outputs a Level-(𝑖 + 1) mesh. It can be described as follows:

𝑀𝑖+1 = MeshConv(Padding(𝑀𝑖 )), (2)
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Fig. 3. Architecture of our proposed Spherical Super-Resolution (SSR) model that uses MeshConv and
VertexShuffle. L7 represent the input Level-7 mesh, and L9 represents the output Level-9 mesh.

where Padding represents zero padding,𝑀𝑖+1 and𝑀𝑖 are Level-(𝑖 + 1) mesh and Level-𝑖 mesh,
respectively. In general, MeshConv Transpose simply pads 0s on new vertices in Level-(𝑖 + 1) mesh,
then applies a regular MeshConv on the new zero-padded Level-(𝑖 + 1) mesh. While this operation
is easy to implement, as we will show in the Section 4, it is inefficient.
VertexShuffle. Motivated by PixelShuffle [47] commonly used in 2D super-resolution models,
we propose a novel VertexShuffle operation to use in our spherical super-resolution model. The
VertexShuffle operation can be described as follows:

𝑀𝑖+1 = VertexShuffle(𝑀𝑖 ) (3)
𝑀𝑖 = 𝑀𝑖0, 𝑀𝑖1, 𝑀𝑖2, 𝑀𝑖3 (3a)
𝑁 ′
𝑖 𝑗 = MidPoint(𝑀𝑖 ( 𝑗+1) ), 𝑗 ∈ {0, 1, 2} (3b)

𝑁 ′
𝑖 = 𝑐𝑜𝑛𝑐𝑎𝑡 (𝑁 ′

𝑖0, 𝑁
′
𝑖1, 𝑁

′
𝑖2) (3c)

𝑁𝑖 = 𝑢𝑛𝑖𝑞𝑢𝑒 (𝑁 ′
𝑖 ) (3d)

VertexShuffle(𝑀𝑖 ) = 𝑐𝑜𝑛𝑐𝑎𝑡 (𝑀𝑖0, 𝑁𝑖 ) (3e)

The input of our basic VertexShuffle operation can be represented as𝑀𝑖 ∈ R𝐹×𝑉𝑖 , where 𝐹 is the
feature dimension in Level-𝑖 , and 𝑉𝑖 represents the number of vertices of Level-𝑖 mesh. The output
is𝑀𝑖+1 ∈ R𝐹

′×𝑉𝑖+1 , where 𝐹 ′ is the feature dimension in Level-(𝑖 + 1), which is 𝐹/4 in our work, and
𝑉𝑖+1 represents the number of vertices of the Level-(𝑖 + 1) mesh.

We first split𝑀𝑖 into four parts {𝑀𝑖0, 𝑀𝑖1, 𝑀𝑖2, 𝑀𝑖3} along feature map dimension, where𝑀𝑖 𝑗 ∈
R𝐹

′×𝑉𝑖 , 𝑗 = {0, 1, 2, 3} and 𝐹 ′ = 𝐹/4. We keep𝑀𝑖0 as our Level-𝑖 mesh features, which will be used
later.𝑀𝑖1, 𝑀𝑖2, 𝑀𝑖3 are used to refine features of vertices in Level-(𝑖 + 1) mesh.
As we introduced before, a spherical mesh can be obtained by progressively sub-dividing each

face of the unit icosahedron into four equal triangles. Here, we treat a single triangle face as
a sequence of vertices, 𝑣0, 𝑣1, 𝑣2 and a sequence of edges (𝑣0, 𝑣1), (𝑣1, 𝑣2), (𝑣2, 𝑣0). The refinement
process can be regarded as progressively constructing midpoint vertex on associated edges, and
new edges in Level-(𝑖 + 1) are created between each pair of midpoint vertices, thus a single face in
Level-𝑖 is refined into four new faces in Level-(𝑖 + 1).
To fully make use of feature maps in Level-𝑖 , we use 𝑀𝑖1, 𝑀𝑖2, 𝑀𝑖3 to refine vertices in Level-

(𝑖 + 1) mesh. Specifically, we use 𝑀𝑖1 to calculate midpoint between (𝑣0, 𝑣1), 𝑀𝑖2 to calculate
midpoint between (𝑣1, 𝑣2), and𝑀𝑖3 to calculate midpoint between (𝑣2, 𝑣0). Midpoint vertex values
are constructed by averaging the values associated with the original two vertices on an edge. Thus,
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Equation (3b) can be described as follows:

𝑁 ′
𝑖0 = MidPoint(𝑀𝑖1) = (𝑀𝑖1 (𝑣0) +𝑀𝑖1 (𝑣1))/2 (4a)

𝑁 ′
𝑖1 = MidPoint(𝑀𝑖2) = (𝑀𝑖2 (𝑣1) +𝑀𝑖2 (𝑣2))/2 (4b)

𝑁 ′
𝑖2 = MidPoint(𝑀𝑖3) = (𝑀𝑖3 (𝑣2) +𝑀𝑖3 (𝑣0))/2 (4c)

Thus, we can get a set of midpoint vertices 𝑁 ′
𝑖 , which are new vertices generated in Level-(𝑖 + 1)

mesh. However, there exist redundant midpoints due to the shared edges that may be calculated
twice. We have to perform deduplication on the set of midpoint vertices. Here, we simply select the
first instance of a midpoint. Then, we have a set of unique midpoint vertices that are used to refine
the next level mesh 𝑁𝑖 ∈ R𝐹

′×𝐴𝑖 , where 𝐴𝑖 = 𝑉𝑖+1 −𝑉𝑖 . Finally, we concatenate partial feature map
in Level-𝑖 ,𝑀𝑖0, with the new calculated midpoint vertices 𝑁𝑖 to create our Level-(𝑖 + 1) mesh.
Compared to MeshConv Transpose, VertexShuffle does not have extra learnable parameters.

Thus, our implementation of VertexShuffle is not only more parameters-efficient, but also achieves
significantly better performance. The evaluation results are presented in Section 4.

3.4 VertexShuffle_V2
The super-resolution performance depends on how features of refined midpoints are generated.
In this section, we describe a new approach we design for calculating features of vertices in the
Level-(𝑖 + 1) mesh using feature maps in Level-𝑖 , i.e., {𝑀𝑖0, 𝑀𝑖1, 𝑀𝑖2, 𝑀𝑖3}.
We refer to this new approach as VertexShuffle_V2. We note that compared to the original Ver-

texShuffle operation, VertexShuffle_V2 can improve the performance without requiring additional
parameters.

As before, the input of our basic VertexShuffle operation can be represented as𝑀𝑖 ∈ R𝐹×𝑉𝑖 , where
𝐹 is the feature dimension in Level-𝑖 , and 𝑉𝑖 is the number of vertices of Level-𝑖 mesh. The output
is𝑀𝑖+1 ∈ R𝐹

′×𝑉𝑖+1 .𝑀𝑖 is split into four parts {𝑀𝑖0, 𝑀𝑖1, 𝑀𝑖2, 𝑀𝑖3} along the feature map dimension.
The new VertexShuffle_V2 operation can be described as follows:

𝑀𝑖+1 = VertexShuffle_V2(𝑀𝑖 ) (5)
𝑀𝑖 = 𝑀𝑖0, 𝑀𝑖1, 𝑀𝑖2, 𝑀𝑖3 (5a)
𝑀 ′

𝑖 = (𝑀𝑖0 +𝑀𝑖1)/2 (5b)
𝐿𝑖 = (𝑀𝑖2 +𝑀𝑖3)/2 (5c)
𝑁 ′

𝑗𝑘
= MidPoint𝑗𝑘 (𝐿𝑖 ) (5d)

𝑁 ′
𝑖 = 𝑐𝑜𝑛𝑐𝑎𝑡 (𝑁 ′

01, 𝑁
′
12, 𝑁

′
20) (5e)

𝑁𝑖 = 𝑢𝑛𝑖𝑞𝑢𝑒 (𝑁 ′
𝑖 ) (5f)

VertexShuffle_V2(𝑀𝑖 ) = 𝑐𝑜𝑛𝑐𝑎𝑡 (𝑀 ′
𝑖 , 𝑁𝑖 ) (5g)

Unlike Equation (3e) that directly uses𝑀𝑖0 as part of the mesh feature representation, we use
the mean of these first two feature maps in level 𝑖 , i.e., {𝑀𝑖0, 𝑀𝑖1} of our Level-𝑖 mesh, as shown
in Equation (5g). We then compute the mean of the remaining two feature maps, {𝑀𝑖2, 𝑀𝑖3}, to
refine new vertices in Level-(𝑖 + 1) mesh. In this way, with VertexShuffle_V2, features of vertices in
the refined Level-(𝑖 + 1) mesh are calculated using two feature maps in level 𝑖 instead of just one
as in VertexShuffle. Specifically, we calculate the mean value between𝑀𝑖2, 𝑀𝑖3 as 𝐿𝑖 and use it to
calculate the midpoints between (𝑣0, 𝑣1), (𝑣1, 𝑣2), (𝑣2, 𝑣0). Midpoint vertex values are constructed
by averaging the values associated with the original two vertices on a edge. Equation (5d) can be
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described as follows:

𝑁 ′
01 = MidPoint01 (𝐿𝑖 ) = (𝐿𝑖 (𝑣0) + 𝐿𝑖 (𝑣1))/2 (6a)

𝑁 ′
12 = MidPoint12 (𝐿𝑖 ) = (𝐿𝑖 (𝑣1) + 𝐿𝑖 (𝑣2))/2 (6b)

𝑁 ′
20 = MidPoint20 (𝐿𝑖 ) = (𝐿𝑖 (𝑣2) + 𝐿𝑖 (𝑣0))/2 (6c)

We perform deduplication via the same approach as Equation (3d) to obtain a set of unique midpoint
vertices that can be used to refine the next level mesh, i.e., 𝑁𝑖 ∈ R𝐹

′×𝐴𝑖 . We then concatenate them
with the averaged partial feature map in Level-𝑖 ,𝑀 ′

𝑖 , to create our new Level-(𝑖 + 1) mesh. We find
that the performance of VertexShuffle_V2 improves over the original VertexShuffle method, while
without introducing additional parameters.

3.5 Model architecture
We apply our Focused icosahedral mesh and VertexShuffle operation in the super-resolution task.
The architecture of our spherical super-resolution (SSR) model is shown in Figure 3. In this figure,
we show the input of our model as a Level-7 Focused icosahedral mesh, it first goes through a
MeshConv layer with Batch Normalization [26] followed by a ReLU activation function. Then,
we use two adapted Residual Blocks [25] to further extract features. The adapted residual blocks
include two MeshConv layers (as discussed in Section 3.2). We concatenate the output of the first
MeshConv and the output from the two ResBlocks by element-wise addition. After that, we use
two VertexShuffle layers to upscale feature maps. Finally, our model ends up with a MeshConv
layer, generating a Level-9 Focused icosahedral mesh with the correct number of channels.

3.6 Loss function
Similar to general super-resolution tasks, our goal is to minimize the loss between the reconstructed
images 𝑌𝑖 and the corresponding ground truth high-resolution images 𝐻𝑖 . Given a set of high-
resolution images 𝐻𝑖 and their corresponding low-resolution images 𝑋𝑖 , we represent the loss as
follows:

MSE =
1
𝑁

𝑁∑︁
𝑖=1

(𝐻𝑖 − 𝑌𝑖 )2, where 𝑌𝑖 = 𝐹 (𝑋𝑖 ) (7)

Loss = 10 × log10 (MSE) (8)

where 𝑁 is the number of training samples. The loss function is the negative peak signal-to-noise
ratio(PSNR), which aligns with our task to maximize the PSNR.

4 EVALUATION
4.1 Dataset
For evaluation, we used a publicly-available 360-degree video dataset [15]. This dataset contains 5
videos of 4K quality at the frame rate of 30 frames-per-second (fps). To use our Focused Icosahedral
Mesh in training, for each frame in a video segment or a video (we describe a “per segment” and
a “full video” training strategy in Section 4.2), we train for all 80 Level-1 faces. As discussed, the
refined Level-1 face is selected as a face located on the equator to avoid distortion near pole areas.
Contents on the remaining 79 faces are rotated to the refined Level-1 face during training and
inference. We note that for our super-resolution tasks, the model is expected to overfit frames in
the specific video segment or full video it is trained on. That is, the training data and the testing
data are the same set of video frames.
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4.2 Training Strategies
To evaluate the super-resolution performance in different scenarios, we consider 2 different upscal-
ing factors in our experiments, ×4 and ×8. For upscaling factor ×4, the number of output vertices
is ≈16x the number of input vertices. In this setting, the low-resolution input data is in Level-7,
which is roughly equivalent to a 2D equirectangular-projected frame in 720x360 resolution. The
high-resolution target data is in Level-9, which is roughly equivalent to 2880x1440 equirectangular-
projected frames. For ×8, the number of output vertices is ≈64x the number of input vertices. With
×8, we use Level-6 mesh as input data, roughly equivalent to a 2D equirectangular frame in 360x180
resolution, and the high-resolution data is in Level-9.

We consider two real-world usage scenarios that correspond to two different training strategies.
The first one is the “per segment” training strategy. In this case, we train a different super-
resolution model for each video segment that is used in DASH-based video streaming. To setup the
experiments for this scenario, for each video in the dataset, we use FFmpeg [5] to divide the full
video temporally into segments of 1-second long each. For each segment, we train a super-resolution
model for the 30 frames it contains. For each video in the dataset, we train the first video segment
for 40 epochs, while for the remaining video segments, we take advantage of temporal locality
of videos. That is, video frames that are close together temporally may be similar. We thus use a
previous video segment’s model as a pre-trained model to initialize parameters in the model for
the current segment. This allows us to pursue training efficiency by training each video segment
for only 15 epochs.
In addition, we consider the “full video” training strategy, where we can train a single model

for an entire video. This strategy allows us to save the storage and network bandwidth for storing
and transmitting models. For example, with per-segment training, we have to store and stream 60
models for a single 1-minute long video, while only one model is sufficient for the whole-video
training strategy. A potential drawback of this approach, however, is that the quality of super-
resolved frames may not be as high as the “per-segment” training strategy as the model is not
fine-turned on each individual segment.
For both scenarios, we set the learning rate to 0.01 and use Adam [31] as our optimizer. We

conducted our experiments on a desktop machine with Intel(R) Core(TM) i7-8700K CPU and
GeForce RTX 2080 Ti GPU.

4.3 Baseline Models
We train models for all videos in the dataset using our proposed spherical super-resolution (SSR)
model and compare its results with three baseline models: 2D super-resolution with Upsample,
2D super-resolution with PixelShuffle, and spherical super-resolution with transposed MeshConv
(i.e., instead of VertexShuffle). The model architecture for transposed MeshConv is similar to our
spherical super-resolution (SSR) model with the exception that it only has one MeshConv layer in
its residual block. This is consistent with the original residual block used in Jiang [28]. The model
architecture for the 2D baseline models are compatible with our spherical super-resolution (SSR)
model: residual blocks in 2D models consist of two Conv2d operations. Our baseline models are all
trained from scratch.

We focus our comparison on three aspects: visual quality (i.e., the PSNR value), model size, and
inference time. For 2D baseline models, we tile the frames spatially into small patches. For example,
in the Level-7 to Level-9 super-resolution experiments with upscaling factor ×4, we use the patch
size of 45 × 45 pixels for input data, and thus, 180 × 180 pixels for output and target data. The
upscaling factor is ×4, which is the same as our SSR model. Given that the Level-7 mesh is roughly
equivalent to a 2D equirectangular-projected frame in 720x360 resolution, the total number of
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Table 2. PSNR (dB) results for all 5 videos using the per segment training strategy with upscale factor ×4 in
our testing dataset. Each segment is 1 second long.

Model Diving Timelapse Venice Paris Rollercoaster Average

2D with Upsample 30.34 31.75 35.90 28.00 25.31 30.26
2D with PixelShuffle 33.42 34.13 40.07 32.45 33.62 34.74
Spherical: MeshConv with transposed MeshConv 31.50 30.27 38.28 26.64 28.14 30.97
Spherical: MeshConv with VertexShuffle (SSR) 33.20 32.06 33.72 28.90 31.99 31.97
Spherical: MeshConv with VertexShuffle_V2 (SSR2) 33.53 31.76 34.38 28.94 32.96 32.31

Table 3. PSNR (dB) results for all 5 videos using the full video training strategy with upscaling factor ×4 in
our testing dataset. The length of each video (in seconds) is shown in the second row of the table.

Model Diving Timelapse Venice Paris Rollercoaster Average
61s 74s 80s 55s 61s

2D with Upsample 30.08 30.31 33.76 30.95 23.13 29.65
2D with PixelShuffle 30.38 30.71 37.92 31.29 29.84 32.03
Spherical: MeshConv with transposed MeshConv 31.63 29.75 35.81 26.82 29.11 30.62
Spherical: MeshConv with VertexShuffle_V2 (SSR2) 34.38 31.69 33.87 29.22 33.50 32.53

Table 4. PSNR (dB) results for all 5 videos using the full video training strategy with upscaling factor ×8 in
our testing dataset.

Model Diving Timelapse Venice Paris Rollercoaster Average

2D with Upsample 25.72 25.02 30.94 24.15 16.25 24.42
2D with PixelShuffle 29.77 29.04 40.10 30.84 27.25 31.40
Spherical: MeshConv with VertexShuffle_V2 (SSR2) 31.93 28.67 31.32 28.44 30.20 30.11

patches is 16× 8 = 128. For the Level-6 to Level-9 experiments, since the 2D equivalent input frame
resolution is 360x180, the total number of patches is 8 × 4 = 32 using the same 45 × 45 patch size.

4.4 PSNR Results
Per segment training with upscaling factor ×4. The mean PSNR values obtained by all models
for each video using the per segment training strategy with upscaling factor ×4 are shown in
Table 2. 2D baseline model with PixelShuffle achieves the best PSNR value because of the efficiency
of 2D convolution. Compared to the spherical baseline model that uses transposed MeshConv
operation, our SSR model achieves better results for 4 out of 5 videos as well as on average. This
shows the improvement of our new VertexShuffle operation. In addition, the results also show that
our new VertexShuffle_V2 operation (shown as SSR2) outperforms SSR for all but one videos. This
shows that calculating features of refined midpoint vertices by using more than one feature maps
can achieve improved performance compared to using only one feature map for each vertex.

Full video training with upscaling factor ×4. For the full video training strategy, as only one
model is learned for the entire video (e.g., over 60 seconds long), the super-resolution performance
degrades for many videos and models. The PSNR results for each video are shown in Table 3.
The second row in the table shows the length of each video in the dataset. Results show that
our SSR2 model performs the best among all models for 3 out of 5 videos and achieves the best
average performance. It is also worth noting that SSR2’s performance with full video training is
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Table 5. Comparison of total number of model parameters, model storage size, and per-frame inference time.

Model Total # of Parameters Storage Size Per-frame Inference Time

2D with Upsample 86,163 343 KB 23.39 ms
2D with PixelShuffle 84,948 338 KB 13.54 ms
Spherical: MeshConv with transposed MeshConv 64,265 273 KB 997.91 ms
Spherical: MeshConv with VertexShuffle (SSR) 79,925 333 KB 74.35 ms

comparable to per segment training. Given that only one model is trained for the full duration of
the video, this indicates SSR2 can substantially save the storage size and network bandwidth for
transmitting the super-resolution models.

Full video training with upscaling factor ×8.With a higher upscaling factor of ×8, it is more
challenging to perform super-resolution. The mean PSNR results obtained for each video with full
video training strategy are shown in Table 4. We were unable to complete the experiments for the
“Spherical: MeshConv with transposed MeshConv” baseline model due to its inefficiency. We thus
do not show the results for this baseline model.
Results show that the performance of our SSR2 model is still comparable to the 2D baseline

model with PixelShuffle. We note that the performance gain of “2D with PixelShuffle” is mainly
due to the “Venice” video. For the remaining four videos, on average, our SSR2 model outperforms
the 2D PixelShuffle model with an average PSNR of 29.81 dB (SSR2) vs. 29.23 dB (2D PixelShuffle).

4.5 Model Parameters, Storage Sizes, and Inference Time
Table 5 shows the total number of parameters of all models and their corresponding storage sizes.
The spherical baseline model with transposed MeshConv operations used as one of our baseline
models has a smaller model size due to the fewer MeshConv layers in its residual block. However,
its inference time is significantly longer than all other models. The numbers for the SSR2 model is
the same as SSR, and we omit them from the table.

In our spherical models, we divide the original omnidirectional frame into 80 faces. In 2D baseline
models, the number of tiled patches, however, is different from the number of faces (128 patches
for the ×4 scenario and 32 for the ×8 scenario). Thus, it is not fair to simply compare the inference
time for each face or tile/patch. Instead, we use the per-frame inference time for comparison. The
experiment results are shown in Table 5. 2D baseline models have the fastest inference time. Our
SSR model is slower than 2D baseline models but significantly faster than the spherical baseline
with transposed MeshConv operations. The speed of 2D models can be attributed to the efficient
cuDNN library that the PyTorch 2D convolution operation uses. On the other hand, our SSR model
is implemented based on the PyTorch library only. In addition, given that a user will only watch a
sub-portion of the spherical frame in real scenarios, we do not need to perform super-resolution
for all 80 faces of a frame. This indicates our SSR model can be performed in real-time to meet the
30 fps frame rate required by most videos.

5 CONCLUSION
In this paper, we proposed a spherical super-resolution model – SSR. SSR directly operates on
spherical signals, which can avoid issues in applying 2D super-resolution to spherical data, such as
distortion, oversampled pixels, etc. We created a memory- and bandwidth-efficient representation
of the spherical mesh – the Focused Icosahedral Mesh, which is more flexible than full meshes and
saves a significant amount of computation resources. We created a novel VertexShuffle operation,
inspired by the PixelShuffle operation for 2D super-resolution, and an improved VertexShuffle_V2
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operation to further improve our model. We conducted comprehensive experiments on our SSR
with two different training strategies and two upscaling factors, ×4 and ×8. Results show that our
model outperforms other baseline models in most videos.

6 FUTUREWORK
In this work, we treated frames in the 360-degree videos as standalone frames without considering
their inherent relationships. In the future, we plan to consider adding temporal information across
frames, based on works such as [6, 9, 38, 48]. For example, we can take motion vector into consid-
eration to capture the temporal information [34, 45]. We also plan to deploy SSR and VertexShuffle
operations in real-world scenarios for real-time 360-degree video super-resolution.
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