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Abstract—Omnidirectional (360-degree) cameras have pro-
vided robots a field of view that covers approximately the entire
sphere, whereas people’s visual field spans only about 120◦

horizontally. The difference in visual field coverage places a
challenge for people to directly process the rich visual information
(in spherical or planar forms) from the robots’ 360-degree vision
system. In this paper, we focus on mobile telepresence robot
platforms equipped with 360-degree vision, where the human
operator perceives and interacts with a remote environment
through a mobile robot. We develop a framework that, for
the first time, leverages the mobile robot’s 360-degree scene
analysis capability to guide human attention to the remote areas
with potentially rich visual information. We have evaluated our
framework using a remote target search task, where a human
operator needs to use a semiautonomous Segway-based mobile
robot to locate a target object in a remote environment. We
have compared our approach to a baseline from the literature
that supports 360-degree visual perception, but does not provide
guidance to human attention. From the results, we observed
significant improvements in the efficiency of the human-robot
system conducting remote target search tasks.

I. INTRODUCTION

Telepresence is an illusion of spatial presence, at a place
other than the true location [17]. In particular, mobile telepres-
ence robots help the human operator to extend their perception
capabilities along with the ability of moving and actuating in
a remote environment [14]. The rich literature of mobile telep-
resence robotics has demonstrated applications in domains
such as offices [8, 27], academic conferences [18, 22], elderly
care [7, 26], and education [3, 23].

Recently, researchers have equipped mobile telepresence
robots with a 360-degree camera to perceive the entire sphere
of the remote environment [31, 10]. In comparison, traditional
cameras, including the pan-tilt ones, can only capture a limited
visual field of the remote environment. On the one hand, such
360-degree cameras have equipped the robots with the om-
nidirectional scene analysis capability using computer vision
algorithms. On the other hand, the human vision system by
nature is not developed for, and hence not good at analyzing
360-degree visual information. For instance, computer vision
algorithms can be readily applied to visual inputs of different
field coverages, whereas the binocular visual field of the
human eye spans only about 120◦ of arc [25]. The field that
is effective to complex visual processing is even more limited,
e.g., only 7◦ of visual angle for facial information [20].

One can project 360-degree, spherical views onto equirect-
angular video frames (e.g., panorama frames). However, peo-
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Fig. 1: Segway-based mobile robot platform (RMP-110) with
a 360-degree camera (Ricoh Theta V), mounted on top of the
robot, and laser ranger finder (SICK TiM571 2D) that has been
used for prototyping and evaluation purposes in this research.

ple are not used to viewing such 360-degree equirectangular
videos directly [9]. For instance, Google Street View provides
only a relatively small field of view to the users, even
though the 360-degree frames are readily available. Within
the telepresence robotics context, this research is motivated
by the gap between the off-the-shelf technology for 360-video
capturing and the difficulty of the human to process the all-
degree view of the remote environment directly.

In this paper, we propose a framework that, for the first
time, equips mobile telepresence robots with simultaneous
capabilities of 360-degree scene analysis and guiding human
attention to areas of interest. The all-degree scene analysis
capability of our framework, at the same time, passively keeps
track of the remote environment and actively guides human
attention to information-rich areas. In existing systems, the
human operator has to “look around” to find such areas. Using
our framework, once the information-rich areas are identified
in the remote environment, the human operator’s attention is
guided towards such areas through indicators such as arrows,
bounding boxes, and pop-ups. Such 360-degree scene analysis
coupled with the visual guidance helps the human operator
perceive an all-degree view of the remote environment.

We have evaluated our framework with experiments in a
target search scenario. From the results, we observed that our
framework significantly improves the efficiency of the human-
robot system in finding the target object, in comparison with a
competitive baseline that is equipped with 360-degree vision
but does not provide guidance to human perception.
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Fig. 2: Key components of our developed framework for guided 360-degree visual perception for mobile telepresence robots.
The framework aims to enable simultaneous capabilities of visually perceiving the remote environment and guiding human
attention to information-rich areas, toward improving shared autonomy in mobile telepresence robotics.

A recent article on how robotics can help in combating
COVID-19 has pointed out that robotic avatars and controls
can be used by attendees of exhibitions and conferences, which
will result in reduction of both the infection rate of COVID-19,
and also the carbon footprint [30]. During COVID-19 times,
our framework can help the human operator to be virtually
present at a remote location using a mobile telepresence robot
with an enhanced perception of the remote environment.

II. RELATED WORK

There is rich literature of research on mobile telepresence
robotics. Early systems include a personal telepresence robot,
called PEBBLES [28], and a telepresence robot for enabling
remote mentoring, called Telementoring [2]. One limitation
of those systems is that their fixed view cameras result in a
narrow field of view. As a consequence, the human operator
must control the robot to manually change the field of view,
losing the capability of all-degree scene analysis. In contrast,
our framework uses a 360-degree vision system for all-degree
perception and scene analysis of the remote environment.

To overcome the barrier of limited field of view in robotics,
researchers have used multiple cameras embodied on the
robot [12, 13], wide-angle cameras [29, 16], and pan-tilt
cameras [21, 5, 15]. Although the pan-tilt cameras allow the
human operator to move the camera to look around in the
remote environment, there is the issue that the operator has
the additional cognitive load to control the pan-tilt camera
in addition to controlling the robot platform. To alleviate this
issue, researchers have combined head motion to automatically
control the motion of pan-tilt cameras using head-mounted
displays (HMDs) [6, 4]. While such systems eliminated the
need for manual control of a pan-tilt camera, they suffer
from the limited visual field, and can only perceive the
remote environment partially. Our framework overcomes this
limitation through a 360-degree camera that enables the robot
to perceive the entire sphere of the environment, while at

the same time freeing the human operator from manually
controlling the camera’s angle.

Very recently, researchers have developed 360-degree
camera-based systems for mobile telepresence robots [11, 10].
For instance, Zhang et al. developed a prototype system for
redirected walking with a telepresence mobile robot mounted
with a 360-degree camera [31]; and Oh et al. used a 360-
degree camera for mobile telepresence robots in virtual tour
scenarios [19]. In comparison to their work, our framework
equips the robot with the scene analysis capability in 360
degrees, and further enables the robot to use the outputs of
scene analysis to guide human attention to improve the human
operator’s situational awareness.

III. GUIDED TELEPRESENCE ROBOTICS FRAMEWORK

In this section, we present our guided telepresence robotics
framework that leverages the mobile robot’s 360-degree scene
analysis capability to guide human attention to the remote
areas with potentially rich visual information.

Fig. 2 shows an overview of our framework. The input
to the framework includes live 360-degree video frames of
the remote environment obtained from the 360-degree camera
mounted on the robot (Fig. 2 (a)). These frames encode the
360-degree information using the equirectangular projection,
and we refer to them as equirectangular frames. These frames
are processed using an object detection system to output an
analyzed frame (Fig. 2 (b)). The detected objects are then
filtered to highlight only the objects of interest (Fig. 2 (c)).
Depending on the robot’s current tasks, the objects of interest
can be different.

Equirectangular frames are encoded and transmitted to the
human operator’s device. Once received, we can construct a
sphere and use these equirectangular frames as texture of the
sphere as shown in Fig. 2 (d). A user may only be viewing
one portion of the sphere at a time, with limited field of view,
e.g., as indicated in the green-shaded portion in Fig. 2 (d).



The portion viewed by the user is called the viewport. At
runtime, based on the head pose of the human operator, views
in the viewport are rendered accordingly as shown in Fig. 2 (e).
Finally, the framework overlays visual indicators in real-time
to guide the human attention towards the object of interest
while providing an immersive 360-degree view of the remote
environment (Fig. 2 (f)).

Next, we describe the framework in Algorithm 1, and then
we describe a full instantiation of the framework.

A. Algorithm

Algorithm 1 delineates the procedure of our guided telep-
resence robotics framework and explains the different stages
as well as the data flow at each stage.

The input of Algorithm 1 includes the following:
• Θ: horizontal field of view of human eyes (typically 120-

degree). Θ can be tuned according to the device being
used for visualization

• κ: name of the object of interest as a string
• ObjDet: real-time object detection system
Firstly, we enter a while-loop in Line 6, which is the main

control loop of our algorithm. Then in Line 7, we check if new
frames are available from the robot. Next, in Line 8, the current
equirectangular frame (F ) is obtained from the robot. Then,
ObjDet processes each frame and returns a set of detected
objects with their corresponding locations in the frame as P
(Line 9). P is stored in the form of a dictionary with the
name of the detected objects (Objname) as keys and their
locations (OLoc) as values. In Line 10, κ is used to query the
location of the object of interest, and then the bounding boxes
are drawn around it (Line 11). Next, in Line 12, F is used as
texture information of a sphere. Based on human operator’s
head pose obtained in Line 13, the viewport is rendered from
the sphere.

In Line 15, we calculate the relative location of the object
of interest with respect to the viewport. Depending on the
relative location of the object, F

′
is overlayed with a “left

indicator”, or a “right indicator”, to guide the human attention
in the direction of the object, whereas, if the object is in the
viewport, then the frame is not modified (Lines 16-21). F

′
is

then presented to the user via the interface, and the feedback
is collected in the form of control commands (Line 23).
Then, we enter a for-loop in Line 24 that converts every
control command to a Teleop message (Line 25). Based on
the control command the robot is remotely actuated and the
2D visualizable map is updated accordingly to show the new
robot pose.

B. Framework Instantiation

We design a web-based telepresence interface using the
guided telepresence robotics framework, as shown in Fig. 3.
The telepresence interface enables the human operator to
perceive the remote environment, track the robot position in
the remote environment, and also control the robot remotely.

For object detection, we use state-of-the-art convolutional
neural network (CNN)-based framework YOLOv2 [24] in

Algorithm 1 Guided Telepresence Robotics Framework
1: Require: Θ, κ, and a real-time object detection system (ObjDet)
2: Initialize an empty list C to store the control commands as ∅
3: Initialize a quaternion H (Human Pose) as (0,0,0,0)
4: Initialize a 2D image F with all pixel values set as 0
5: Initialize a dictionary P = {}
6: while True do
7: if new frame is available then
8: Obtain current frame F of the remote environment
9: P ←− ObjDet(F ) . Detect objects in the frame

10: OLoc = P [κ] . Get the location of the object of interest
11: Overlay bounding box for object of interest over F
12: Construct a sphere using equirectangular frame as its texture
13: Obtain current human head pose H
14: Render a viewport F

′
to match the human operator’s head pose

15: Calculate the relative location of the object based on viewport
16: if Object is in the viewport then
17: No modifications are made to F

′

18: else if Object is closer to the left of the viewport then
19: Overlay “left indicator” over F

′

20: else if Object is closer to the right of the viewport then
21: Overlay “right indicator” over F

′

22: Present F
′

to the user via the interface
23: Obtain feedback from the human operator and store it in C
24: for each c ∈ C do
25: ψ ←− τ(c) . Generate a teleop message
26: ψ is sent to the robot to actuate it
27: Updated map with the robot pose is presented via the interface

Fig. 3: Telepresence Interface showing the 2D map, the frame
of the remote environment, a 2D icon to show human head
orientation, a scrollbar to adjust field of view, and a set of
icons to indicate the current teleoperation commands given by
the human operator.

our implementation. We use A-Frame, an open-source web
framework for building virtual reality experiences [1] and for
rendering the equirectangular frames to visualize an immersive
360-degree view of the remote environment. User can use
“click” and “drag” operations to look around in the remote
environment. The telepresence interface provides a scroll bar
to adjust the field of view of the human operator. Our telep-
resence interface also allows the users to easily change the
web-based visualization to an immersive virtual reality 360-
degree experience via head-mounted displays (HMDs) via a
VR button at the bottom right of the interface. In the VR
mode, human users can use their head motions to adjust the



view of the remote environment.
The telepresence interface also shows the 2D map of the

remote environment. Based on the robot pose, a red circle is
overlaid on the 2D map to indicate the live robot location
in the remote environment. Additionally, we also show a 2D
icon to convey the head orientation of the human operator.
The 2D icon also shows the part of the 360-degree frame
which is in the field of view of the human operator (Fig 3).
We use the arrow keys on the keyboard as an input mode to
enable the human operator to give feedback to the robot. The
control commands are converted to a ROS “teleop” message
and passed on to the robot to remotely actuate the robot. The
telepresence interface highlights the keys that are pressed by
the human operator.

IV. EXPERIMENTS

We conducted experiments evaluating the guided telepres-
ence robotics framework in a target-search scenario. In this
scenario, a human operator was assigned a task of finding
a target object in the remote environment using a mobile
telepresence robot. For evaluation purposes, we designed a
hybrid evaluation platform to simulate the robot and human
behaviors. Next, we present details of the hybrid evaluation
platform.

A. Hybrid Evaluation Platform

We used 360-degree videos captured from the real world
and simulated human and robot behaviors to build our hybrid
evaluation platform. To capture 360-degree videos, we used
a Segway-based platform (RMP-110) as the mobile robot
platform with an on-board 360-degree camera (Ricoh Theta
V). The robot was teleoperated in a public space, while the
robot’s live locations were estimated offline using a SLAM
algorithm.

We model a virtual human in the hybrid simulator that
replicates the behavior of the human operator. The virtual
human can both track the location of the simulated robot
through the 2D map and perceive the 360-degree view of the
remote environment via the Telepresence interface. The virtual
human can also look around in the remote environment and
send control signals to teleoperate the simulated robot using
the interface. In our hybrid evaluation platform, the control
signal can be either forward, or backward, because we use
a simulated robot with a pre-recorded video of the remote
environment. Based on the control signal, the location of the
robot is changed, and the interface is updated accordingly.

B. Baseline vs. Guided Telepresence Robotics Framework

We compared our framework using a target-search scenario
with a baseline from the literature that supports 360-degree
visual perception, but does not guide the human attention [11,
10]. The location of the target object (in our case, a television)
was constant, whereas, there were nine different start positions
for the robot. The orientation of the robot was randomly
selected, and a set of one thousand paired trials were carried
out for every two-meter distance from the target object until 18
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Fig. 4: Comparisons are made between our framework and
the baseline in terms of average time (y-axis) taken to find the
target object from nine different distances (x-axis).

meters. The virtual human carried out one random action every
two seconds out of “move forward”, “move backward”, “look
left”, and “look right”. Using random actions, the simulated
user could explore the remote environment. Once the target
object is in the field of view of the human operator, the trial is
terminated. Compared to baseline trials where only 360-degree
view of the remote environment was visualized, in trials of our
proposed framework, we performed all-degree scene analysis
and overlaid visual indicator over the frames to guide human
attention.

C. Results

Fig. 4 shows the overall performance of our framework
compared to the baseline. Each data point represents the aver-
age task completion time (y-axis) for nine different distances
(x-axis) (i.e., randomly sampled positions in each of the nine
distances). One thousand trials were divided over four batches
to plot each data point. The shaded regions denote the batched
standard deviations for each of the nine distances.

It can be observed that the task completion time of the
human operator in finding the target object was significantly
reduced in our framework compared to the baseline with a
p-value < 0.001 for all the distances. The results suggest that
both the 360-degree scene analysis and the human guidance
contribute to the improvement of the human operator’s effi-
ciency in locating target objects in the remote environment.

V. CONCLUSIONS AND DISCUSSIONS

In this paper, we develop a guided telepresence robotics
framework that enables a mobile telepresence robot to pas-
sively monitor the remote environment with all-degree scene
analysis and actively guide the human attention to the key
areas at the same time. We conducted experiments to evaluate
our framework in a target search scenario. From the results,
we observed significant improvements in the efficiency of the
human-robot system in comparison to a baseline from the
literature that does not provide guidance to human attention.
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